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Abstract of the contribution: This contribution discusses the possible location of the Quota management NF of maximum number of UEs for a S-NSSAI and proposes conclusions for KI#1.
1. Discussion

The TR23.700-40 documents in clause 8.1 "Interim conclusion for Key Issue #1" the following:

-
Managing and updating the network slice related quota on maximum number of UEs registered for the network slice: This functionality is part of the 5GC and it manages the NW Slice quota of maximum number of UEs in a S-NSSAI, monitors the current number of UEs being registered for the network slice subject to a network slice quota checking.

Editor's note:
It is FFS which network function(s) in 5GC should manages the NW Slice quota of the maximum number of UEs in a network slice.

Furthermore, the following Editor's note needs also a resolution:

Editor's note:
It is FFS whether the NW Slice quota enforcement functionality is distributed or centralized.
Editor's note:
It is FFS which network function(s) in 5GC needs to be configured to store the network slice related quota information and how it gets the network slice related quota information.
The reason to mention the NW Slice quota management functionality on first place is that it appears to be the most controversial decision. It is believed that once NF performs the NW Slice quota management functionality is concluded, it would be easier to conclude on the NW Slice quota storing functionality. Therefore, this paper discusses the NW Slice quota storing functionality, after the NW Slice quota management functionality is proposed.
The enforcing the network slice related quota functionality seems to be the less controversial topic, as all solutions from the TR23.700-40 propose that the AMF rejects or accepts the UE registrtations.
1.1.
Centralized vs. Distributed NW Slice quota management
One important point to resolve is whether a centralized or distributed NW Slice quota management NF (i.e. the NF performing the monitoring/counting of UEs) is supported. The main differences between the 2 solutions are described in TR23.700-40 clause 7.1 "Evaluation on solutions of KI#1" as follows:
Centralized Quota check vs Distributed Quota Check: In a centralized quota check, the NW Slice quota enforcement functionality checks every new UE registration against the quota at one centralized quota enforcement point. In a distributed quota check, the quota that is a subset of S-NSSAI quota is distributed to one or more NW Slice quota enforcement functionalities and where every new UE registration is checked against the quota of one or more distributed quota enforcement points. For each distributed quota enforcement points, when the distributed quota are consumed then the NW Slice quota enforcement functionality checks against the quota of NW Slice quota management functionality for additional instructions.

The challenges or disadvantages of the "Centralized Quota check" are:

· When a NW Slice is deployed to cover large territory (in large countries), the quota enforcement NFs should check with a single centralized quota management NF. This may result in single point of failure.

The challenges or disadvantages of the "Distributed Quota Check" can be:

· The NW Slice global quota needs to be split into local quotas and the local quotas are distributed to other NF instances (i.e. it is assumed that the local quotas are valid for different network regions/domains). It is challenging to derive local quotas for different network regions/domains, as the distribution of UEs in the regions is not equal. 

· When a local quota is consumed, then a check with the global quota in centralized management functionality is required for additional instructions. This result in a need of real-time management system for local quotas monitoring and update.

· The local quotas need to be re-evaluated and updated by a centralized management functionality. The updated local quotas need to be distributed to other NFs which results in additional signalling.
· If the NF managing/splitting the global quota fails, it has a single-point of failure.

Observation 1: Comparing the above "Centralized Quota check" and "Distributed Quota Check", the following can be observed. The disadvantage of single point of failure of the "Centralized Quota check" (i.e. the single point of failure) is also a disadvantage to the "Distributed Quota Check". This disadvantage can be overcome with implementation mechanisms, as it is done today for UDM, NSSF, NWDAF implementations and is nothing new. The main disadvantage of the "Distributed Quota Check" is the need of real-time management system for local quotas monitoring and update. This new real-time management system for local quotas would require additional standardisation and implementation effort.

However, if requested by the network operators, such distributed deployment can be achieved, e.g. by using considering the NWDAF as NW slice quota management NF, a "master" NWDAF can delegate quotas to "second-level" NWDAFs.
Proposal 1: it is proposed to conclude that the 5GC supports "Centralized Quota check" management NF in the HPLMN. The same "Centralized Quota check" management NF can be used for both KI#1 and KI#2.
1.2.
Location of the NW Slice quota management functionality

Another important point to resolve is where the locate the NW Slice quota management functionality. The first question to be answered is whether a new NF or existing NF is to be specified to locate the NW Slice quota management functionality. The TR 23700-40 documents the following solutions where the NW Slice quota management functionality can be located:

· PCF (Sol#1);

· NSSF (Sol#3, Sol#18);

· NWDAF (Sol#4, Sol#9);

· O&M system (Sol#8);

· CHF (Sol#38);

· New NF (NSQ in solution#2 and QCF in solution#19).

Before concluding to specify a new NF, the possibilities to use of existing NF(s) should be analysed. In general, introduction of new NF is feasible when the existing NFs cannot be used or cannot be enhanced without changing the purpose of the existing NF. In this case, we think that existing NF(s) can be enhanced to server the purpose of KI#1 and KI#2 without changing the purpose of the existing NF(s). 
There are different criteria to analyse the benefits and drawbacks of each existing NF to serve the purpose of NW Slice quota management functionality, e.g. amount of signalling, scalability, etc. These criteria have been discussed in the evaluations for KI#1 and KI#2 and it seems that there is not a clear winner NF. 

One important criterion however is the 5GC architecture compatibility and alignment with other features. Especially, the Rel-17 the FS_eNA study has a “Key Issue #4: Remaining aspects on how to ensure that slice SLA is guaranteed”. It is already concluded that the NWDAF collects input data regarding the Network Slice usage from the O&M. The NWDAF derives the statistics for the “Observed Service Experience” and “Slice Load”. Since the NWDAF already collects data about the Network Slice usage, it is the natural way forward to re-use the Rel-17 NWDAF (as to be specified per eNA WI) and to enhance it to also collect the statistics about registered UEs and/or established PDU Sessions for a slice (it is even proposed to gather such data in the eNA SI).
The following arguments are brought against the NWDAF serving as NW slice quota management NF:

· The NWDAF is not mandatory NF.

· Comment: if the feature of NW Slice quota limitation is required from the NS customer, the MNO can deploy only the NWDAF functionality needed for NW Slice quota management, i.e. no need of full-fledged NWDAF deployment.
· The NWDAF does not provide real-time analytics.
· Comment: FS_eNA has a KI on the real-time analytics and it is expected that this functionality is specified in Rel-17.
· The NWDAF is not a centralized entity.
· Comment: The NWDAF can be deployed in centralized and distributed manner. In Rel-17 FS_eNA study, a "tier-level" NWDAF where a "master" NWDAF receives a request for analytics and the "master" NWDAF delegates the request to "second-level" NWDAFs is discussed. 
Observation 2: it is desirable to align the features resulting from FS_eNA and FS_eNS_Ph2. Considering that in FS_eNA KI#2 it is concluded that the NWDAF support analytics about the Network Slice “Service Experience” and “Slice Load”, it is feasible to enhance the NWDAF to provide also analytics for the number of UE registered with an S-NSSAI. A new Analytics ID can be specified.
Proposal 2: it is proposed to conclude that the NWDAF is used as NW Slice quota management NF. A distributed deployment is optional and can be achieved by "master" NWDAF delegating quotas to "second-level" NWDAFs.
Proposal 3: The NWDAF collects input data from the AMFs (serving the S-NSSAI) to report the number of UEs registered with the S-NSSAI. The NWDAF may configure reporting rules, so that the AMF does not need to report each new registration or deregistration. 

1.3.
Storing of network slice related quota information
The following Editor's note needs also a resolution:

Editor's note:
It is FFS which network function(s) in 5GC needs to be configured to store the network slice related quota information and how it gets the network slice related quota information.
Once a decision is taken for the NW Slice quota management NF, it is easier to take decision about the storing of network slice related quota information. Namely, based on proposal 2, it is the logical way forward to configure the NWDAF to store the network slice related quota information.
Proposal 4: It is proposed that the NWDAF is used as NF to store the network slice related quota information.
1.4.
Enforcing the network slice related quota functionality

The following Editor's note needs also a resolution:

Editor's note:
It is FFS which network function(s) in 5GC (new NF or existing NF) should enforce the network slice related quota on the maximum number of UEs, and how this network function in 5GC is aware that the quota on the maximum number of UEs is reached.
Once a decision is taken for the NW Slice quota management NF, it is easier to take decision about the storing of network slice related quota information. Namely, based on proposal 2, it is the logical way forward to configure the NWDAF to store the network slice related quota information.
Proposal 5: It is proposed that the AMF enforces the action (i.e. rejection of new UEs) when the NW Slice quota is reached.
Proposal 6: The NWDAF provides the analytics of the reached quota to the AMF.

1.5.
Summary of proposals

Proposal 1: it is proposed to conclude that the 5GC supports "Centralized Quota check" management NF in the HPLMN and can be used for both KI#1 and KI#2. A distributed deployment is optional and can be achieved by "master" NWDAF delegating quotas to "second-level" NWDAFs.
Proposal 2: it is proposed to conclude that the NWDAF is used as NW Slice quota management NF. 

Proposal 3: The NWDAF collects input data from the AMFs (serving the S-NSSAI) to report the number of UEs registered with the S-NSSAI. The NWDAF may configure reporting rules, so that the AMF does not need to report each new registration or deregistration. 

Proposal 4: It is proposed that the NWDAF is used as NF to store the network slice related quota information.

Proposal 5: It is proposed that the AMF enforces the action (i.e. rejection of new UEs) when the NW Slice quota is reached.

Proposal 6: The NWDAF provides the analytics of the reached quota to the AMF.

2. Proposal
This paper proposes to the following to TR 23700-40.
* Start of 1st change * 

8.1
Interim conclusion for Key Issue #1

To enable a 5GS to support network slice related quota on the maximum number of UEs, no change is required in the RAN. The following new functionalities in the 5GS are needed:

-
Storing of network slice related quota information: If a network slice is subject to a network slice quota checking on a maximum number of UEs, it is assumed that the O&M should have for this network slice a) the information of the quota of maximum number of UEs. To enable the network slice related quota enforcement, this information is configured and stored in the NWDAF.


-
Managing and updating the network slice related quota on maximum number of UEs registered for the network slice: This functionality is part of the 5GC and it manages the NW Slice quota of maximum number of UEs in a S-NSSAI, monitors the current number of UEs being registered for the network slice subject to a network slice quota checking.
-
The NW Slice quota management functionality is located centrally, i.e. the reach of the quota threshold is monitored centrally. A distributed deployment is optional and can be achieved by "master" NWDAF delegating quotas to "second-level" NWDAFs. 
-
The NWDAF hosts the NW Slice quota management functionality. The NWDAF collects input data from the AMFs (serving the S-NSSAI) to report the number of UEs registered with the S-NSSAI. The NWDAF may configure reporting rules, so that the AMF does not need to report each new registration or deregistration. 
-
The NWDAF provides the analytics of the reached quota to the enforcing functionality implemented in the AMF. 

-
Enforcing the network slice related quota on the maximum number of UEs: This functionality is part of the 5GC and it controls the registration request on the S-NSSAI subject to the quota management by accepting or rejecting the request on the S-NSSAI. In case of rejection, the function may provide a rejection cause and optionally with a back-off timer.
-
The AMF implements the enforcement functionality.


NOTE:
Whether to use an existing rejection cause and a back-off timer or a new rejection cause and a back-off timer, this is to be determined in Stage-3.

* End of changes * 
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